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ABSTRACT

Our paper considers a piecewise approach to netawskeness service in
wireless/mobile pervasive computing. As far as Beifwe computing is concerned
it enables network devices to be aware of theirosundings and peers, and to be
capable of effectively providing services to, arging services from, peers. The
devices are made aware of the characteristicseotutfuerlying network through
Network Awareness Services (NAS). We have suggestpigcewise framework
for the architecture by separating the wired eleésé&om the wireless devices. A
comparison has been made between the piecewis@amppiand the existing
unitary approach and the analytical results havewshthat the piecewise
framework has significant advantages over trad#iometwork-awareness
frameworks in terms of reducing wireless bandwiddnsumption and saving
battery energy of mobile devices. The framework have suggested is also
scalable, i.e., it is suitable for a wide rangecofmputing devices, from powerful

ones with multitasking operating systems to smadisowith light-weight OS.
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1. INTRODUCTION

1.1 PERVASIVE COMPUTING
“ Anytime/Anywhere-->Any Device --> Any Network -->hp Datd’

Pervasive computing can be defined as access foomation and software
applications anytime and anywhere. This form of pating is highly dynamic and
disaggregated. It enables network devices to beeanfatheir surroundings and peers,
and to be capable of providing services to, anagusiervices from, peers.Pervasive
computing increasingly involves mobile devices withireless facilities. Only
wireless/mobile devices with wireless Network Ifdee Cards (NIC) or wireless
modems taking part in computing tasks with otheediand wired devices are considered
here.The generic architecture of the pervasive coimg paradigm can be described from

the figure shown below.
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Figure 1. The generic architectume of wireless'mobile pervasive computing paradigm.

The figure shows two domains:
» The wireless/mobile domainonnects to
» The fixed wired domairvia a wireless link.
A dedicated proxy or gateway as a service poigeirgerally used to enhance the

performance of inter-domain communications.



There are three reasons for this:

* The amount of data transferred to mobile devicestipe filtered because of the
orders of magnitude difference in bandwidth betwibenwired and wireless
connections.

* The wireless connection quality is too poor to awsa client-server application.

» Portable computing devices have display and pratgéisitations that must be

addressed by the proxy before sending the filteesdonse to the mobile devices.

1.2 NETWORK AWARENESS SERVICE (NAS)

To realize pervasive computing, network deviced applications need to be
aware of network environments. Network Awareness ikey element in pervasive
computing. Network awareness is the property ofifgpknowledge about the current
status of underlying network resources, but an maod consideration should be that the
cost of acquiring network awareness does not exatedutility: if not obtained
efficiently, it could decrease performance. Moliivices are presented with some major
challenges: network topology can change constab#gdwidth can be limited, latency
can be high and communication links can be dowralee of natural causes or power
conservation. Hence, mobile agents need to be awhreelevant changes in the
availability of network resources (awareness), a@ed to react accordingly to guarantee

successful performance of their tasks (agility).

2. PIECEWISE DESIGN FOR NETWORK AWARENESS

Our approach to network awareness takes advaofate fact that the generic
architecture (shown in fig: 1) consists of a wiraad a wireless part. Thus all issues
related to awareness about an end-to-end commiamdatk are considered piecewise,
i.e., the wired and wireless parts are consideregarately and the end-to-end
characteristics are derived by combining the piesewharacteristics, whereasi@itary
approach considers the entire communication patthe®bawareness purposes as a single
piece. We expect the piecewise approach to enht#meeperformance of pervasive
computing by saving the wireless bandwidth andepgtenergy and by reducing the

inter-domain monitoring traffic for network awarasethat is transmitted through



wireless links. Moreover, piecewise network awassheas a service, should be
ubiquitously available in a pervasive computing iemvment.The NAS framework is
designed to be scalable to both high-and low-pawenputing platforms. Network
awareness in this framework is piecewise and skalabfit into the scenario of the

pervasive computing paradigm with mobile devicesenl low capabilities.

2.1 PIECEWISE FRAMEWORK ARCHITECTURE
The framework advertises the network awarenesscserit acquires, measures,
integrates, and distributes the parameters thé&ctethe current characteristics of the
heterogeneous data networks. Network applicatipretpcols, and services that wish to
use the NAS can acquire those parameters and tpgtyto leverage different pervasive
computing tasks. The framework is transparent twokk applications, services and
protocols that do not explicitly use the NAS. lipeprs to them just as another network
application.
The architecture of the NAS framework consistsonirfmain components:
» The NAS Actor
* The NAS Database
* The NAS Administrator
* The NAS Agent.

Each piece realizes different functionality.
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Figure2. Piecewise NAS Framework



2.1.1 NAS ACTOR

A NAS actor implements different network-awarendsshniques, such as
methods to obtain wireless-channel parameters ore@sure the available bandwidth. It
is an optional component at the mobile device, exttbjo resource limitations and the
framework’s scalability. Any network device withta® NAS actors can be a service

provider.

2.1.2 NAS DATABASE

The NAS database is a collection of data thaecethe current characteristics of
the networks. Data are acquired from NAS actotheaproxy or gateway, collected from
the NAS agents at mobile devices, integrated vief@mence engine, and distributed by
the NAS administrator. Some data may be selecti@etyired from other service agents,
such as SNMP agents and ICMP service. The dat&laasa hierarchical architecture for

simplicity, extensibility, and compatibility.

2.1.3 NAS ADMINISTRATOR

The NAS administrator manages the NAS databaseollécts, integrates, and
distributes the NAS data. The administrator may momicate with other service agents,
such as an SNMP agent or SNMP administrator, taiezgdditional information that
the existing NAS actors do not provide and its nafee engine integrates the data
collected. Also, the administrator is responsilide dnswering queries from the NAS
agent. Once the NAS administrator is activatedhat groxy or gateway, it advertises
NAS services through a well-known multicast chanrdgfined in the NAS
implementation (case 1 in figure 3). The advertisetrincludes the service name and
description. The administrator also listens to Hevice advertisement and service

subscription messages from NAS agents.

2.1.4 NAS AGENT
The NAS agent acts as an interface for the netwleskces which are interested
in utilizing the services provided by the NAS frammek. Based on the local device

computing capabilities, the NAS agent will activatethe local NAS actors. Otherwise,



the service actors are activated at the proxy oevgay. The agent informs the NAS
administrator of the services provided by the &ctocal actors. This is done through a
well-known multicast channel.A protocol or applioat may approach the agent for
services announced by the NAS administrator. Ifitfi@rmation requested in the query
can be obtained from local active NAS actors, thESNagent will reply immediately

otherwise, the NAS agent will redirect the queryite NAS administrator to perform the

awareness task and return the reply.
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Figum 3. Communications hetween NAS com ponents.

2.2 THE PUSH AND THE PULL MODELS

The push and pull models can be considered aadadff between simplicity of
implementation (pull model) and simplicity of uggugh model). Mobility in pervasive
computing imposes problems to both models. In thehpmodel, the NAS may have
difficulties tracking the roaming user through di#nt networks. In the pull model, due
to dynamically varying network performance, the laggpion may not know when the
time is appropriate to pull the information. Thespunodel provides timely updates of
information, but there are security and privacyans about the push model, since it
may reveal the current status of a mobile user.thigrreason, the pull model may be
advantageous. The NAS framework supports both rsodel



3. PIECEWISENESS IN NETWORK AWARENESS TECHNIQUES

In traditional network awareness frameworks, aweass tasks are performed in a
unitary fashion such that the entire communication pattoissidered as a single entity.
For example, in the pervasive multimedia compupagadigm, where a mobile device
needs to send its on-site video stream to a rehudelocated in an enterprise office, the
mobile device first acquires the average availabdmdwidth of its inter-domain
communication path to configure the resolution &dne-rate of the video stream. In
unitary frameworks, the mobile device may send mlmer of back-to-back packet-pairs
to the remote host, the remote host would bounck tiee packet-pairs, and the mobile
host would receive the packet-pairs and use ther-pdacket time and packet-size to
compute the available bandwidth.

Unlike a unitary framework, techniques in the pwwise NAS framework acquire
end-to-end network awareness information in a piessway. The network awareness is
considered in two parts: the awareness of the @gséinobile domain and the awareness
of the fixed wired domain. The NAS administrator NIAS agent integrates the
intermediate results about these two domains amviges the final result to the
application. Such a piecewise approach is expdatdetnefit service advertisement and
discovery and network awareness by reducing wselendwidth consumption and
saving battery energy of mobile devices. Here wes@nmt three examples of piecewise
techniques for end-to-end NAS.

3.1 AVAILABLE BANDWIDTH:

The end-to-end available bandwidth is a frequenigd parameter for adaptive
applications. One method for available bandwidilar@ness uses inter-packet time to
estimate the characteristics of the bottleneck wadtt link along the communication
path. If two packets (e.g., ICMP probe packetsyardogether, queued as pairs at the
bottleneck link with no packet intervening betwdbam, then their inter-packet spacing
is proportional to the processing time required tfeg bottleneck link to transmit the
second packet of the pair.

This inter-packet time method is made use ofhim NAS framework. . The

probing packets can be payload packets as wel@gie ICMP probe packets. When an
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application queries the NAS agent about the avi@lbbndwidth, the agent delegates the
NAS administrator to perform this awareness taskdnyding a query with the address of
the destination device. The administrator dividee task into three steps. First, it
activates the NAS actor at the proxy/gateway resipta for the awareness service
available bandwidth to measure the available baditiwbetween the mobile device and
the proxy, saybl Next, it gets the available bandwidth between phexy and the
remote Internet device from the same awarenessceeby the NAS actor, sap2

Finally the administrator computes the end-to-evallable bandwidth b as

b = min (b1, b2’
and sends b as the result back to the NAS ageng, He first and the second step can be

done in parallel. Finally, the NAS agent replieshwthe result to the application.

3.2 ROUND-TRIP TIME

Similar to the awareness of the available bandwitite NAS agent delegates the
task of finding the Round Trip Time (RTT) to the RAadministrator. The RTTs are
measured between the mobile device and the praeyigg, rttl and between the
proxy/gateway and the remote Internet dewvitt®, The administrator computes the end-
to-end roundtrip timertt as

rtt = rtt1+rtt2
and sendstt back to the NAS agent, which forwards it to theleagion.

3.3 PACKET LOSS TYPE

In the wired Internet, all losses are assumecdetodngestion type losses (e.g., by
TCP). In the pervasive computing paradigm, howel@sses on wireless links occur
frequently due to signal corruption or for reasotiger than congestion, and such losses
are called transmission losses. Congestion loss fislatively sustained phenomenon
compared to transmission loss. It is beneficial andhetimes essential for network
applications to be aware of the different loss $ypee., to differentiate between
transmission losses and congestion losses. Formeasince TCP assumes that all losses
are of congestion-type, its performance degradeswimporary transmission losses are

mistakenly considered as congestion losses, whiatiuly triggers TCP congestion
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control algorithms such as ‘slow start’ or ‘windogecrease’. The piecewise NAS
framework can be used to enable network applicatadmrmobile devices to differentiate
such losses. Packets of communication sessionsrereped by a NAS actor at the
proxy/gateway. Once a network application at théilealevice observes a packet loss, it
may query the NAS agent about whether the NAS alts@rved the same packet loss. If
affirmative, then this packet loss is due to cotigasloss, otherwise it is due to
transmission loss. Thus the application is awaréheftype of the packet loss and can
react correctly.

4. BANDWIDTH-AWARE DATA STREAMING IN PERVASIVE MULT IMEDIA
COMPUTING

An important application in wireless/mobile pervas computing is tele-
collaboration. For example, an on-site worker dmlates with an office-bound expert
using multimedia application such as audio and wide is important to improve the
performance of the multimedia data streaming i8 #tdenario. One approach is to use
bandwidth-awaredata streaming. For instance, a multimedia apjpdicdearns about the
average available bandwidth of its inter-domain camication path to configure its
codec, e.g., the compression ratio and frame-tagge, the performance in terms of
wireless bandwidth consumption will be comparedveen the piecewise and the unitary
frameworks as they provide bandwidth awarenessceety multimedia applications.

4.1 PERFORMANCE ANALYSIS

The end-to-end path of the multimedia data streabetween the mobile host and
the remote host, i.e., an inter-domain communicagath. Either of them could be the
sender or the receiver. Assume that the path betwlee sender and the receiver is
symmetric, meaning that the communication path aittaristics are the same in both
directions. In practice this is not true, thougteofthe difference is small.

We denote the loss rate of the wireless/mobilenaln asrl, which is the
probability of a packet being incorrectly transemitt received between the mobile device
nd the proxy/gateway. The loss rate of the fixededidomain isr2, which is the
probability of a packet being incorrectly transemutt / received between the

proxy/gateway and the remote host. Assume thaandr2 are constant and they are

packet-independent. p=(1-r1)(1-r2)
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Figure 4 Performance analysis model for bandwidthraness

The probability of a packet being successfully $raitted / received between the mobile

device and the remote host is

p=(1-r1)1-r2)

According to the available daidth measurement algorithm, only when
both packets in a back-to-back packet-pair traveduand trip successfully can a correct
value of the available bandwidth be computed. fopkcity, assume that the query and
the reply packets between the NAS agent and NASrasinator have the same size as
that of the probe packet.

4.1.1 WIRELESS BANDWIDTH CONSUMPTION BY UNITARY FRA MEWORK

In a unitary framework, the available bandwidthdesermined on the mobile
device. The mobile device sends out the back-tok lprobe packet-pair, receives the
bounced packet pair from the remote host, and ctesgghe available bandwidth. If only
a single packet pair is used, the probability ofadting a correct measurementpis If
multiple, say M, packet-pairs are used, then thebglility of obtaining a correct
measurement increases, which is expressed as & p 1"
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Therefore, to achieve the probability approximatetyual to 1, M should be large. To
achieve the probabilitp (99.99%) of successful service, at least Mt papk@ts should
be sent, where

Mt = 109 (1-p4) (1 = B)

becaus@ <1 - (1 - O, ifp < 1.

4.1.2 WIRELESS BANDWIDTH CONSUMPTION BY THE PIECEWI SE
FRAMEWORK

In the piecewise framework, the avddabandwidth measurement in the
fixed wired part does not consume the wireless wadtti. Only the measurement in the
mobile wireless part contributes to wireless bamwitiwviconsumption. Based on the
previous analysis, to achieve the same successlipfityp 3 as for the unitary framework,

at least Mp packet pairs should be used:

Mp =109 (1-q4(1 —B) + 0.5

where_ g = 1 — r1The 0.5 packet-pair comes from a query packet plueply packet
between the NAS administrator and the NAS agemicéy < q, it follows thatMt >
Mp. Therefore the performance enhancement in termswoéless bandwidth
consumption is
(Mt = Mp)/Mp.

This can be substantial in the presasf unreliable communication as is
the case in the Internet. An additional benefittied performance enhancement is the
battery energy saving, since the power amplifieraafio device draws a much greater

amount of power during the transmission.

5. PLATFORM SCALABILITY OF NAS FRAMEWORK
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5.1 UPWARD SCALING

As higher-performance and energy-efficient prooessand memory chips
emerge, more and more mobile devices will suppauttitasking operating systems.
Thus multiple network applications can be activewdianeously at a mobile device.
Suppose that the wireless link is the bandwidthidméck. In a unitary framework N
applications are adaptive to the available bandwiahtd perform the measurements
independently. To achieve the probabilify ¢f successful awareness, the total wireless
bandwidth consumption will bB xMt, if there is no correlation among their individual
measurement successes. In contrast, to achieveathe success probabilifyin the
piecewise NAS framework, the total wireless bandiwicbnsumed will be onli¥p. An
application sends the query to the NAS agent tfedégates the task to the NAS
administrator. The administrator obtains the valftithe available bandwidth, b, from the
NAS actor at the proxy/gateway, and feeds it badké agent. Finally, the agent gets the
traffic-multiplexing ratio,y, of that application from the traffic scheduland replies
with the final resulty x b, to the application. Therefore, the other maplons can share

the measurement result b multiplied by their cqroesling traffic-multiplexing ratios.

5.2 DOWNWARD SCALING

The minimum footprint of the NAB&mework at the mobile device is the
NAS agent, which is the service portal communicatinth the NAS administrator. The
NAS actors can all run at the NAS administratoiosth The agent is a simple proxy for

invoking NAS administrator’s services, thus makihg framework downward scalable.

6. CONCLUSION

This paper presents a piecewise framework for ot\e@wareness service (NAS)
for mobile pervasive computing. Piecewiseness am&work architecture and network
awareness techniques in the NAS framework are fiigpagded. Scalability of the

framework is also discussed with regard to platfaapabilities. The framework scales
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up to powerful computing devices with multi-taski@S and scales down to small
devices with lightweight OS. In pervasive multimedcomputing, the bandwidth
consumption is expected to be lesser on applyirgpiecewise NAS framework in
contrast to the unitary network-awareness framesudvioreover, it is expected to reduce

battery energy consumption of mobile devices.
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